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Model selection challenges in financial data
Parsimonious models are desirable due to interpretability. However, most 
existing model selection techniques based on sparse regression are not tailored 
for financial applications, where the variables are cross-sectionally correlated 
and serially dependent. Fig 1 shows that when the variables are correlated, 
Lasso (Tibshirani, 1996) selects many spurious variables (true model size is 10). 
We propose FARMSelect to solve this problem.

Figure 1. Inconsistent model selection in the presence of strong correlation. 
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Theoretical guarantees
FARMSelect consistently identifies important variables and achieve the optimal 
error rate even if the data exhibit cross-sectional and serial dependency.
Main assumptions: (1) GLM and approximate factor model; (2) mixing condition.

Real data: prediction of U.S. bond risk premia
Monthly data from Jan. 1980 to Dec. 2015 (𝑛 = 432)
{𝑦!}!"#$ : U.S. bond risk premia with maturities of 2 - 5 years
{𝑥!}!"#$ : 128 macroecon. variables in FRED-MD database (McCracken and Ng, 2016).
One month ahead rolling window prediction (window size = 120).
Comparison: FARMSelect, Lasso, Principal Component Regression (PCR)
FARMSelect: highest prediction power, most parsimonious model.

Table 1. Prediction of U.S. bond risk premia  
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Factor-Adjusted Regularized Model Selection (FARMSelect)
Linear model 𝑦 = 𝑥%𝛽∗ + 𝜀 with response 𝑦 and feature vector 𝑥 ∈ 𝑅'. The Lasso

min
(∈*!

#
$
∑!"#$ (𝑦! − 𝑥!%𝛽)+ + 𝜆 𝛽 #

fails due to the dependency among variables. Consider the approximate factor model 
𝑥! = 𝐵𝑓! + 𝑢! with loading matrix 𝐵 ∈ 𝑅'×-, factor vector 𝑓! ∈ 𝑅- and idiosyncratic 
component 𝑢! ∈ 𝑅'. Unlike 𝑥, the coordinates of 𝑢 are weakly dependent.

Inspired by 𝑦 − 𝑓% 𝐵%𝛽∗ = 𝑢%𝛽∗ + 𝜀, we develop the FARMSelect procedure.
1) Fit the factor model to estimate {𝑓! , 𝑢!}!"#$ from {𝑥!}!"#$ , getting { <𝑓! , =𝑢!}!"#$ ;
2) Estimate 𝛾∗ = 𝐵%𝛽∗ ∈ 𝑅- by regressing {𝑦!}!"#$ against {𝑥!}!"#$ , getting =𝛾;
3) Conduct Lasso using the decorrelated variables {𝑢!}!"#$ :

min
(∈*!, /∈*"

#
$
∑!"#$ [(𝑦! − <𝑓!% =𝛾) − =𝑢!%𝛽]+ + 𝜆 𝛽 #

Extension: generalized linear models (GLMs).

Maturity Out-of-sample R2 Ave. Model Size

FARMSelect Lasso PCR FARMSelect Lasso
2 years 0.530 0.509 0.462 5.96 6.86
3 years 0.526 0.523 0.483 5.71 7.09
4 years 0.484 0.476 0.470 5.53 6.81
5 years 0.481 0.475 0.477 5.90 6.84


